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Abstract 19 

When interacting with the visual world using saccadic eye movements (saccades), the perceived 20 

location of visual stimuli becomes biased, a phenomenon called perisaccadic mislocalization, 21 

which is indeed an exemplar of the brain’s dynamic representation of the visual world. However, 22 

the neural mechanism underlying this altered visuospatial perception and its potential link to other 23 

perisaccadic perceptual phenomena have not been established. Using a combined experimental 24 

and computational approach, we were able to quantify spatial bias around the saccade target (ST) 25 

based on the perisaccadic dynamics of extrastriate spatiotemporal sensitivity captured by 26 

statistical models. This approach could predict the perisaccadic spatial bias around the ST, 27 

consistent with the psychophysical studies, and revealed the precise neuronal response 28 

components underlying representational bias. These findings also established the crucial role of 29 

response remapping toward ST representation for neurons with receptive fields far from the ST 30 

in driving the ST spatial bias. Moreover, we showed that, by allocating more resources for visual 31 

target representation, visual areas enhance their representation of the ST location, even at the 32 

expense of transient distortions in spatial representation. This potential neural basis for 33 

perisaccadic ST representation, also supports a general role for extrastriate neurons in creating 34 

the perception of stimulus location.  35 

 36 

 37 

 38 

 39 

 40 

 41 



Introduction  42 

Saccades are rapid eye movements that shift the center of gaze to a new location in the visual 43 

field. Changes in visual perception occur around the time of saccades1,2. For example, our 44 

subjective experience of the visual scene remains stable across the abrupt changes of the retinal 45 

image during saccades. This phenomenon is called visual stability, and many studies have 46 

attempted to explain the mechanism behind it3. Several other perceptual phenomena which occur 47 

around the time of saccades have also been studied psychophysically. For example, there is a 48 

general reduction in visual sensitivity during saccades, a phenomenon called saccadic 49 

suppression or saccadic omission, that has been reported in both macaques and humans4–7. 50 

Saccadic eye movements also alter our perception of time8. Another phenomenon is perisaccadic 51 

mislocalization, in which the perceived location of visual stimuli appearing near the time of a 52 

saccade is biased. Perisaccadic mislocalization was first discovered as a perisaccadic shift, a 53 

unidirectional mislocalization parallel to the saccade, when the experiments were done in 54 

darkness with human subjects9–12. Later studies have demonstrated perisaccadic compression 55 

13,14, which is mislocalization towards the saccade target (ST), when the subjects make saccades 56 

with background illumination and visual references15–18.   57 

Perisaccadic visual perception in macaques is qualitatively similar to humans4, and many studies 58 

have investigated the neurophysiology of perisaccadic visual perception in nonhuman primates19–59 

26. Some neurons in the extrastriate visual areas and prefrontal cortex show a sensitivity shift to 60 

the postsaccadic receptive field (RF) even before the saccade, a phenomenon often referred as 61 

future field remapping27,28. There is also another phenomenon, called ST remapping, in which 62 

neural RFs shift towards the ST around a saccade29–38. Both future field and ST remapping can 63 

be observed in the same experiments in the same group of neurons39–42. It has been suggested 64 

that the RF remapping is associated with perisaccadic mislocalization19,43,44, and some studies 65 

have used computational approaches to predict perisaccadic perception of space based on neural 66 



responses45–48. Although these studies have generated insightful experiments, theories, and 67 

hypotheses, they usually start with assumptions about the function of visual areas or have a 68 

limited precision in accounting for the time-varying relationship between neural modulations and 69 

perceptual alterations on the millisecond timescale of saccades. By quantifying the statistical 70 

dependencies of spiking responses on several behavioral (e.g., eye movement) or external (e.g., 71 

visual stimuli) variables, however, point process statistical models provide a powerful means to 72 

capture the encoding and decoding of visual information as continuously varying with eye 73 

movements, with no assumption on the function of neurons. To investigate the neural basis of 74 

perisaccadic mislocalization, this study used a time-varying generalized linear model framework 75 

capable of capturing the fast spatiotemporal dynamics of neural sensitivity around the time of 76 

saccades42,49, and examine the link between perisaccadic visual responses and visuospatial 77 

perception.  78 

In this study, we used a combined experimental and computational approach built upon neuronal 79 

responses in the middle temporal (MT) cortex and area V4 of rhesus macaque monkeys. We first 80 

assessed each neuron’s sensitivity to each location of visual space across time relative to the 81 

saccade (neuron’s kernels) using a statistical model fitted on the recorded spiking data during a 82 

visually guided saccade task with visual stimulation. We quantified the representational spatial 83 

bias using the spatiotemporal kernels of populations of neurons, based on the similarity in neural 84 

sensitivity to neighboring probe locations, without assumptions about the downstream readout 85 

mechanisms. We then used this measure of spatial bias to identify the perisaccadic changes in 86 

sensitivity which drive it, and linked them to neural responses.  87 

We found that neurons with RFs close to the ST do not contribute to spatial bias. In contrast, 88 

perisaccadic spatial bias in the direction opposite to the saccade vector can be accounted for by 89 

neurons with RFs farther from the ST. These neurons showed perisaccadic and postsaccadic 90 

sensitivity changes near the ST (a.k.a. ST remapping) that contributed to spatial bias. We found 91 



unexpectedly that the time course and response components of the spatial bias matched that of 92 

another perisaccadic perceptual phenomenon, namely the enhancement of neural sensitivity 93 

around the ST. This representational ST enhancement can link to presaccadic enhanced ST 94 

perception reported in psychophysical studies35,37,50 and to presaccadic increased stimulus 95 

selectivity24,26,51,52 or ST remapping38,39 evidenced in neurophysiological studies. The shared 96 

neural response components underlying the ST representational enhancement and bias suggest 97 

that the brain likely trades off and prioritizes saccade target representation with consequential 98 

biases in location perception. 99 

Taken together, our findings highlight a potential neural basis for perisaccadic mislocalization, 100 

supporting a role for extrastriate neurons in the perception of stimulus location and linking ST 101 

remapping to perisaccadic spatial bias with simultaneous representational enhancement of the 102 

ST area. 103 

Results 104 

To examine the neural basis of perisaccadic spatial biases in perception, we recorded the 105 

responses of extrastriate neurons (see Methods). We analyzed the activity of 300 neurons from 106 

MT and 147 neurons from area V4, recorded while monkeys performed a visually-guided saccade 107 

task (Fig. 1a). During the first fixation period, the monkey first fixated on a fixation point (FP), and 108 

a ST appeared 13 degrees of visual angle (dva) away either to the left or the right horizontally, 109 

while the monkey held the fixation. When the FP disappeared, the monkey had to make a saccade 110 

to the ST and maintain fixation on the ST during the second fixation period. A series of probe 111 

stimuli were presented throughout the task while the monkey fixated and made a saccade. Only 112 

one stimulus was presented at a time, selected from a 9×9 grid of possible locations, and each 113 

stimulus appeared for 7 ms. The probe grid was adjusted to cover the FP, ST, and estimated RF 114 

of the neuron. In order to computationally investigate the mechanism of spatial bias, we developed 115 

an encoding model which quantitatively characterizes the neuron’s input-output relationship and 116 



captures the neuron’s sensitivity map with high temporal precision throughout the eye movement 117 

task (see Methods). The model traces the time-varying dynamics of a neuron’s sensitivity across 118 

saccades with high-dimensional spatiotemporal kernels. For each of the 81 probe locations, we 119 

decomposed all times of the neural response relative to saccade onset and delays (times of the 120 

stimulus relative to each response time) into 7-ms bins to form 4-dimensional spatiotemporal units 121 

(STUs). We define each spatiotemporal unit (STU) based on the response of the neuron to one 122 

probe location at each time and delay bin (Fig. 1b). Each STU is assigned a single numerical 123 

weight (STU weight) after fitting the model to the spiking data. The combinations of these STUs 124 

across time and delay values constitute the neuron’s spatiotemporal kernel map at each probe 125 

location. Figure 1c shows the STU weights at an example probe location around the RF of an 126 

example neuron across time and delay. When responding to a probe stimulus at that location, the 127 

STUs comprise kernels that represent how a neuron’s sensitivity changes across time from 128 

saccade onset and across delays. We used the Sparse Variable Generalized Linear Model 129 

(SVGLM)53 to estimate the STU weights and the resulting kernels by fitting to the neuron’s spiking 130 

responses (see Methods and Supplementary Fig. 1). A signal representing the stimulus across 131 

the 9×9 grid locations passes through spatiotemporal kernels representative of the neuron's time-132 

varying spatiotemporal sensitivity and added to the time-varying baseline neural activity relative 133 

to saccade onset captured by an offset kernel, and the feedback signal generated using a post-134 

spike filter representing the effects of spiking history. The combined signal is then passed through 135 

a sigmoidal nonlinearity capturing the spike generation. The resulting firing rates are used to 136 

generate spikes with the Poisson spike generator. These spikes are then fed back to the circuit 137 

through the abovementioned post-spike history (Supplementary Fig. 1a). All the model 138 

components are learned via an optimization process to directly estimate the recorded spiking 139 

activity (see [49] for details). The kernels estimated from the model reflect the temporal sensitivity 140 

of the neuron at each probe location (Fig. 1c).  141 



Next, we developed a procedure to measure spatial bias based on the neurons’ estimated kernels. 142 

We made the assumption that similar neural sensitivity to probes appearing at neighboring 143 

locations could create uncertainty in a readout of the stimulus location by a downstream area, 144 

which would lead to a bias in spatial perception. In other words, if during a saccade, the population 145 

response to one probe becomes similar to that of a neighboring probe, we can assume a 146 

representational bias toward that neighboring location, without specifically modeling downstream 147 

readout mechanisms. To examine the neural basis of spatial bias, we analyzed the similarity 148 

between the spatiotemporal kernels at pairs of probe locations in a population of neurons. For the 149 

sensitivity analysis at the population level, we divided the neurons into ensembles based on their 150 

RF locations. Neurons recorded with the same RF, ST, and grid arrangements were grouped as 151 

an ensemble, and each ensemble had a minimum of 10 neurons. Figure 1d shows the kernel 152 

maps at 9 probe locations around the RF for an example ensemble of neurons. For each 153 

ensemble, we measured the similarity between the neural sensitivity at neighboring locations by 154 

taking cosine correlations between the kernel weights at the center probe and the kernel weights 155 

at each of its eight neighboring probes; these correlations are calculated at each time and delay 156 

value. For the rest of the paper, correlation always refers to cosine similarity between the kernel 157 

weights for neighboring probes across neurons in an ensemble. In this study, we focused on 158 

examining the spatial bias around the ST because prior psychophysics often reported 159 

perisaccadic mislocalization close to the ST. Next, we define a spatial bias measure based on 160 

ensemble sensitivity to probes near the ST. Figure 1e shows the correlations of kernel weights 161 

between an example probe close to the ST and its 8 neighboring probes, for an example 162 

ensemble of 53 neurons at time 100 ms and delay 110 ms. The correlation coefficient between 163 

the central probe and its neighboring probes (central polar plot) indicates the similarity of neural 164 

sensitivity in each direction at that central probe location (Fig. 1e, brown arrows). We then 165 

averaged over the eight vectors at each probe location to get one vector (Fig. 1e purple arrow). 166 

Since the saccade direction was either to the left or the right horizontally, we focused on the 167 



horizontal projections of the average vectors, which we defined as the spatial bias. Values were 168 

normalized according to saccade direction so that positive always means the same direction as 169 

the saccade, and negative means the opposite direction from the saccade. This spatial bias 170 

measurement allowed us to predict potential mislocalization of stimuli based on the kernels of the 171 

SVGLM fit to neural data.  172 

Next, we examined how spatial bias changed over time relative to the saccade and the stimulus. 173 

Each kernel map has its own time and delay dimensions, so we measured spatial bias maps 174 

across time and delay for each of the 7×7 probe locations for each ensemble. Figure 2a shows 175 

the spatial bias over delay, at time 100 ms, at a probe location close to the ST for an example 176 

ensemble, and Figure 2b shows the spatial bias over time at delay 110 ms for the same ensemble 177 

and probe location. We normalized the spatial bias so that each ensemble has values ranging 178 

from -1 to 1. In this study, we focused on the probe locations around the ST. For each ensemble, 179 

we selected 6 locations around the ST and averaged their bias maps. We then averaged the bias 180 

maps for 15 ensembles (447 neurons) (Fig. 2c). Taking the mean over delays of 50:100 ms, we 181 

observed a negative bias (which means a significant bias in the direction opposite to the saccade 182 

direction) of -0.13±0.06 around the ST for ~50:150 ms after saccade onset (Fig. 2d). To find out 183 

whether the amount of bias correlates with the eccentricity of neurons’ RF location relative to the 184 

ST location, we grouped ensembles of neurons based on d – the distance between the RF center 185 

and the ST (Fig. 2e). Ensembles with d < 11 dva showed very little bias compared to other groups 186 

(0.02±0.13). To examine the variability of neurons within each ensemble and its possible effect 187 

on the amount of bias, we resampled 90% of the neurons in each ensemble to compute 100 188 

samples of spatial bias for each ensemble. The mean spatial bias in the perisaccadic window of 189 

50:150 ms demonstrates that most of the ensembles with RFs closer to the ST show less spatial 190 

bias, and the standard error of the mean shows that the phenomenon within each ensemble is 191 



consistent (Fig. 2f). Thus, our population of neurons showed perisaccadic spatial bias opposite to 192 

the saccade direction, primarily driven by neurons with RFs far from the ST. 193 

The above results show that the perisaccadic changes in the spatiotemporal sensitivity of MT and 194 

V4 neurons could account for changes in spatial perception during eye movements, but so far, 195 

we have focused on the representation at the population level and model-based neural sensitivity 196 

measurements. In order to find out which components of the neuronal response of which neurons 197 

account for the perisaccadic alteration in the readout of location, we used an unsupervised 198 

approach to search for response components that are specifically related to spatial bias. In this 199 

study, spatial bias was defined based on similarity in the population representation of neighboring 200 

probe stimuli captured by the neurons’ spatiotemporal kernels; since the kernels are comprised 201 

of STUs, manipulation of certain STUs can change the kernels and thereby affect the similarity 202 

between the population sensitivity at neighboring locations. This assumption-free alteration in the 203 

model enables us to determine which of the modulated STUs are necessary for creating spatial 204 

bias. Based on this rationale, we defined a bias index according to the difference between the 205 

center kernel and each neighboring kernel across times and delays. Nulling each modulated STU 206 

one by one we can quantify their effect on the kernel similarity using this bias index, and 207 

systematically identify the bias-relevant STUs (see Methods; Supplementary Fig. 2). Using this 208 

unbiased search in the space of STUs, we found different phenomena for ensembles with different 209 

distances between the RF center and the ST (d), so we divided the ensembles into two groups (d 210 

< 11 dva and d ≥ 11 dva) to examine their bias-relevant STUs separately (Fig. 3a). For ensembles 211 

with d < 11 dva, there was a set of bias-relevant STUs around time 60:90 ms and delay 80:110 212 

ms. For ensembles with d ≥ 11, there were two areas of bias-relevant STUs – one around time 213 

60:100 ms and delay 60:110 ms, and the other one around time 110:280 ms and delay 50:100 214 

ms. After removing all the identified bias-relevant STUs, we recomputed the spatial bias over time, 215 

and the previously observed bias around 50:150 ms after saccade onset was significantly reduced 216 



(Fig. 3b; -0.03 ± 0.04, p = 0.04), confirming that the identified set of STUs drive this bias. Thus, 217 

by leveraging the capabilities of the model to decompose the spatiotemporal sensitivity of 218 

individual neurons, we were able to identify the specific changes in neural sensitivity that 219 

contribute to perisaccadic spatial bias. 220 

To interpret how the saccade-related changes in STUs link neurophysiological activity to a biased 221 

readout of location information, we wanted to relate them back to the neural responses. The model 222 

allows us to generate responses to synthetic stimuli, and compare the predicted neural response 223 

during fixation and perisaccadically. We first examined the model-predicted response for 224 

ensembles with d < 11, and transformed the time and delay of the bias-relevant STUs to a 225 

stimulus-aligned response (Fig. 4a). To investigate the neural response underlying the 226 

perisaccadic change in spatial bias, we looked at how neurons responded to probes on different 227 

sides of the ST. Data from ensembles recorded with leftward saccades have been flipped to be 228 

combined with those recorded with rightward saccades (Fig. 4b). Out of the six probes around 229 

the ST, we called the three probes closer to the FP the “near” probes and the other three probes 230 

the “far” probes (Fig. 4b). RFs of neurons in ensembles with d < 11 mostly cluster between FP 231 

and ST (see prevalence in Fig. 4b), resulting in the near probes falling close to the RFs. Based 232 

on figure 4a, we averaged the model response for near vs. far probes over fixation (-500:-100 ms) 233 

and perisaccadic (-20:10 ms) windows, and used the neurons’ responses from experimental 234 

recordings as validation (Fig. 4c). We specifically compared the responses in 60-ms windows of 235 

time from stimulus onset, around the peak of the fixation and perisaccadic responses (fixation: 236 

50:110 ms, perisaccadic: 70:130 ms). During fixation, there was a greater model-predicted 237 

response to near probes vs. far probes (near = 1.05±0.01, far = 1.01±0.01, p < 0.001, n = 94 238 

neurons), consistent with the near probes being closer to the RF centers. There was an increase 239 

of model-predicted response perisaccadically for both near and far probes, but more of an 240 

increase for far probes, such that the perisaccadic response ended up being similar for near and 241 



far probes (near = 1.05±0.02, far = 1.07±0.02, p = 0.13, n = 94). The model closely predicted the 242 

response from actual neurons during both the fixation window (experimental values: near = 243 

1.04±0.01, far = 0.94±0.01) and the perisaccadic window (experimental values: near = 1.20±0.04, 244 

far = 1.20±0.04). We measured the statistical difference between the actual firing rates of neurons 245 

in response to near vs. far probes (Fig. 4d), in 60-ms windows matched to their evoked responses. 246 

During the fixation period, from 50 to 110 ms after stimulus onset, the firing rate evoked by near 247 

probes was significantly higher than that for far probes (near = 38.57±2.30 Hz, far = 35.21±2.18 248 

Hz, p < 0.001). During the perisaccadic period, from 70 to 130 ms after stimulus onset, there was 249 

no statistically significant difference between the firing rates in response to near vs. far probes 250 

(near = 43.39±2.63 Hz, far = 43.13±2.57 Hz, p = 0.50). These neural responses show that neurons 251 

with RFs close to ST responded more to near probes during fixation, but responded equally to 252 

both near and far probes around the time of saccades. The lack of difference in response indicates 253 

that there is no neural bias towards either side of the ST around the time of eye movements, 254 

which explains the absence of spatial bias for ensembles with d < 11. 255 

Next, we examined the model-predicted and actual fixation and perisaccadic neural responses 256 

for ensembles with RFs far from the ST. Similar to figure 4a, we transformed the axes to examine 257 

the relationship between bias-relevant STUs and the model response for ensembles with d ≥ 11 258 

(Fig. 5a). Results look similar for MT and V4 neurons (Supplementary Fig. 3). Since there are 259 

two regions of bias-relevant STUs for this group of neuronal ensembles (Fig. 3a bottom), the 260 

contours in figure 5a also illustrate two temporal regions of the model-predicted response that 261 

might contribute to spatial bias. Near and far probes are defined as in figure 4b; however, for 262 

these ensembles most of the neurons have RFs on the other side of the FP from the ST (see 263 

prevalence in Fig. 5b). Since there are two regions of the model-predicted response that could 264 

potentially contribute to spatial bias, we compared the model’s response at near vs. far probes 265 

during fixation (-500:-100 ms), perisaccadic (0:40 ms), and postsaccadic (70:200 ms) windows 266 



(Fig. 5c top row).  We quantified responses in a 60ms window covering the peak of each response 267 

(shown by the gray bars, fixation: 30:90 ms, perisaccadic: 40:100 ms, postsaccadic: 30:90 ms). 268 

During fixation, there was no response to either near or far probes (near = 0.99±0.00, far = 269 

0.99±0.00, p = 0.86). Perisaccadically, responses were observed for both near and far probes, 270 

with a larger increase of response for near probes (near = 1.05±0.01, far = 1.01±0.01, p < 0.001). 271 

Postsaccadically, there was a continued increase in response at near probes, but the response 272 

at far probes decreased back to the fixation level (near = 1.06±0.01, far = 0.99±0.00, p < 0.001). 273 

Neuron’s responses mirror the model’s predictions in the fixation window (near = 0.98±0.01, far 274 

= 0.10±0.01), perisaccadic window (near = 1.07±0.02, far = 1.03±0.02), and postsaccadic 275 

windows (near = 1.12±0.01, far = 1.05±0.01) (Fig. 5c from top to bottom). Figure 5d demonstrates 276 

that there was no significant difference between firing rates at near vs. far probes during fixation 277 

(near = 26.27±1.01 Hz, far = 26.33±1.02 Hz, p = 0.31), but during the perisaccadic response 278 

window the neural firing rate for near probes was significantly higher than the firing rate for far 279 

probes (near = 28.51±1.08 Hz, far = 27.21±1.07 Hz, p < 0.001) and continues during the 280 

postsaccadic response window (near = 29.27±1.02 Hz, far = 27.27±1.01 Hz, p < 0.001). Neurons 281 

with RFs far from the ST did not respond to either near or far probes during fixation, but responded 282 

more to near probes perisaccadically and postsaccadically. Neurons responded more strongly to 283 

near-ST stimuli closer to the FP, reflecting the spatial bias opposite to the saccade direction in 284 

ensembles with d ≥ 11. These findings demonstrate how this systematic and unbiased search in 285 

the space of spatiotemporal sensitivity components can identify the neural basis for a biased 286 

representation of visual space during eye movements. 287 

To gain a deeper understanding of the nature of perisaccadic mislocalization, we wanted to 288 

investigate how perisaccadic neural modulations are associated with the representation around 289 

the ST and how it might be related to the observed spatial bias. To assess the change of neuronal 290 

sensitivity around the ST in the corresponding time and delay windows as the spatial bias, we 291 



defined an ST sensitivity index using kernels averaged over delays of 50:100 ms. Out of the 6 ST 292 

probes, we divided the range of kernel weights by the mean kernel weight over all times relative 293 

to saccade onset to quantify the difference in sensitivity of a neuron to various probes presented 294 

around the ST area across time from saccade onset (Fig. 6a). We excluded 95 neurons with high 295 

kernel weights during the second fixation period (240:440 ms from saccade onset) comparing to 296 

the first fixation period (-441:-241 ms) (i.e., neurons whose postsaccadic RF included the near-297 

ST probe locations) to reduce the interference of future field activity. In the same perisaccadic 298 

time window that we observed the spatial bias (50:150 ms shown by gray bar in Fig. 6a), there 299 

was an increase in the ST sensitivity index compared with the fixation window (-300:-150 ms) (Fig. 300 

6b; fixation = 3.27±0.07, perisaccadic = 3.67±0.09, p = 0.04), indicating that the modulation of 301 

neurons’ spatiotemporal sensitivity around the time of saccades enhances the representation of 302 

the ST area. To examine the relationship between the spatial bias and enhanced ST 303 

representation, we measured the ST sensitivity index again with the reduced model in which bias-304 

relevant STUs were nullified (Fig. 3b). In the same perisaccadic window, the ST sensitivity index 305 

in the reduced model was significantly smaller than in the full model (Fig. 6c, 3.31±0.12, p < 0.001). 306 

Thus, the enhanced ST sensitivity index around the ST relies on the bias-relevant STUs, and a 307 

computational manipulation that removes spatial bias leads to decreased sensitivity around the 308 

ST. This reveals that the perisaccadic spatial bias could be a result of the same changes in 309 

sensitivity which enhance the ST representation around the time of saccades. 310 

Discussion 311 

How the location of visual stimuli is represented in the brain is not well understood. Imaging 312 

studies have suggested that the perceived location could be encoded in extrastriate visual areas 313 

along with other visual features54,55. Our perception of location changes around the times of 314 

saccades2,4, as do extrastriate responses27,41,56. We used a combined experimental and 315 

computational approach to examine how changes of sensitivity in MT and V4 could explain 316 



perisaccadic mislocalization. We quantified perisaccadic spatial bias around the ST and identified 317 

the STUs relevant for the observed bias, which reveals that neurons with RFs far from the ST 318 

contribute more to the perisaccadic spatial bias. We found perisaccadic changes in extrastriate 319 

sensitivity in the identified bias-relevant time and delay windows, supporting the hypothesis that 320 

location representation occurs in extrastriate visual areas. In addition, we demonstrated that the 321 

spatial bias is accompanied by the perisaccadic enhancement of neural sensitivity around the ST, 322 

with matching time course and underlying neural response components, suggesting that the brain 323 

prioritizes saccade target representation at the expense of biases in location perception.  324 

The existing psychophysics results have been mixed, but our neurophysiological results are 325 

consistent with many aspects of the previous literature. In total darkness, Honda reported that 326 

mislocalization in human subjects starts in the same direction as saccade and then is reversed to 327 

the opposite direction, with the greatest mislocalization occurring around 50 ms after saccade 328 

onset 57,58. In a double-saccade task, Jeffries et al. found that mislocalization in rhesus monkeys 329 

is in the direction opposite to the first saccade, with the maximum mislocalization around 100 ms 330 

after saccade onset11. Based on the model’s kernels, we observed spatial bias in the direction 331 

opposite the saccade, at a timing consistent with both the human and nonhuman primate studies 332 

(Fig. 2d); however, we cannot rule out the possibility that examining different RF or probe positions 333 

could reveal cases of spatial bias in the saccade direction. In addition to mislocalization parallel 334 

or opposite to the saccade direction, many studies have reported compression when conducting 335 

the experiments in a dimly lit room15–17, meaning that stimuli are perceived as closer to the 336 

saccade target (i.e., mislocalization opposite the saccade direction for stimuli past the saccade 337 

target, and in the saccade direction for others). In a computational study, Krekelberg et al. also 338 

predicted mislocalization in the direction of the saccade at a location close to the FP, and 339 

mislocalization in the opposite direction at locations near and past the ST19. They implemented a 340 

decoder using nonhuman primate neural data recorded from area MT, the medial superior 341 



temporal area (MST), the ventral intraparietal area (VIP), and the lateral intraparietal area (LIP) 342 

in the dark. We only found spatial bias opposite to the saccade direction for stimuli around the ST; 343 

however, we are not ruling out the possibility of a compression phenomenon, because in this 344 

study we did not measure spatial bias for stimuli at locations other than the ST (nor were our 345 

probe positions optimized to make such systematic measurements across the rest of the visual 346 

field).  347 

Our results substantiate the association between perisaccadic mislocalization and RF 348 

remapping19,43,44. Like previous studies attempting to understand this connection, our approach 349 

for measuring bias assumes the same decoding algorithm is used during fixation and around the 350 

time of saccades, with altered visual responses driving the perisaccadic perceptual changes. 351 

Many studies have interpreted perisaccadic mislocalization as a flaw in the visual system while 352 

shifting the coordinate systems across saccades13,58,59, but it is not clear what the reason for this 353 

flaw is, or if it is the byproduct of another, beneficial, set of changes. The saccade target theory 354 

has hypothesized that the brain biases toward representing the ST in order to maintain visual 355 

stability, and the representation of non-target locations is consequently reduced60,61. Our results 356 

demonstrated that removal of bias-relevant neural components is correlated with a reduction of 357 

perisaccadic sensitivity around ST (Fig. 6c). Based on our results, we suggest that spatial 358 

mislocalization could be a result of allocating more neural resources toward the ST representation. 359 

The spatial bias could therefore be interpreted as a tradeoff the brain makes to amplify the ST 360 

representation perisaccadically, consistent with the saccade target theory and ST remapping. It 361 

should be noted that future field remapping could also contribute to perisaccadic spatial bias. 362 

Figure 5c shows increased perisaccadic response around the ST that might be induced by ST 363 

remapping, and the increased postsaccadic response could reflect future field remapping. This 364 

possible correlation between future field remapping and mislocalization will require further 365 



investigation. We also cannot definitively state whether these spatial biases in responses arise 366 

first in MT and V4 or are inherited from upstream areas. 367 

Our approach in this study also reinforces the feasibility of using a GLM framework to model 368 

higher visual areas. The classical GLM has been widely used for encoding and decoding neural 369 

responses in low-level visual areas (such as the retina, LGN, and V1)62,63, but they fall short in 370 

capturing the time-varying characteristics of higher-level visual areas. To model responses in 371 

these areas, nonstationary model frameworks that enables a time-varying extension of a GLM 372 

have been developed, which showed success in characterizing the perisaccadic spatiotemporal 373 

changes of neural response and reading out perisaccadic stimulus information on the same 374 

timescale of saccadic eye movements42,49,64,65. In the present study, we took advantage of this 375 

GLM framework (SVGLM) and developed a procedure to measure spatial bias based on 376 

instantaneous neural sensitivity at various locations to identify the neural components contributing 377 

to spatial bias. Our results provide a potential explanation of the neural basis of mislocalization, 378 

which could be tested most definitively through experiments combining psychophysical 379 

measurements in macaques with causal manipulations of neural activity. These applications of 380 

the SVGLM framework demonstrate that a GLM-based approach is a viable way of studying the 381 

complex dynamics in higher-level visual areas, and could also be used to link specific aspects of 382 

neural sensitivity to different perceptual phenomena in other brain areas. 383 
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Figure legends 529 

Fig. 1. Experimental and computational paradigm for measuring spatial bias. a. Schematic 530 

of the visually-guided saccade task with probes. Monkeys fixate on a central fixation point (FP), 531 

then a saccade target (ST) point appears in either horizontal direction. After a randomized time-532 

interval (700:1100 ms), the FP disappears, cueing the monkeys to saccade to the ST. Throughout 533 

the task, a series of pseudorandomly located probes appear in a 9×9 grid of possible locations 534 

(white squares). Only one probe is on the screen at each time, for 7 ms. Neurons were recorded 535 

from the middle temporal (MT) area or area V4. b. Composition of the neuron’s sensitivity map 536 

for an example timepoint relative to saccade onset using spatiotemporal units (STUs) across 537 

locations and delay bins of 7-ms. c. STU weights across time and delay characterizing the 538 

sensitivity dynamics of a sample neuron for an example probe location. At each of the 9×9 539 

locations, the neuron’s sensitivity is captured by kernels that comprise the weighted combination 540 

of STUs and represent the time-varying spatiotemporal sensitivity of the neuron across time and 541 

delay. Each kernel has spatial (x, y), time (t), and delay (𝜏𝜏) dimensions, and the spatial coordinates 542 

are based on locations on the screen. Time refers to the time of response relative to saccade 543 

onset (-540:540 ms), and delay refers to the time of stimulus relative to particular response time 544 

(response 0:200 ms after stimulus onset), discretized in bins of 7-ms. d. Each layer represents 545 

the spatiotemporal kernels of one neuron at 9 probe locations around the neuron’s RF during the 546 

initial fixation. These kernels are calculated for each neuron in each ensemble (z dimension in 547 

the panel). e. Scatter plots show the kernel weights for the center probe closest to the ST vs. 548 

those for the eight surrounding locations, for each neuron in an example ensemble (n = 53 549 



neurons), for a particular time and delay combination (time = 100 ms and delay = 110 ms). Eight 550 

correlation vectors can be computed, using correlation strengths as magnitudes and the relative 551 

probe positions as directions (brown arrows in center panel). The eight vectors are averaged to a 552 

single vector (purple arrow in center panel) which represent possible bias in reading out the 553 

location of that center probe from the population sensitivity. 554 

Fig. 2. Quantifying the spatial bias and its dynamics over time, delay, and ensembles. a. 555 

The spatial bias as a function of stimulus delay values, for a probe that appears at a location close 556 

to the ST, measured using the neurons’ sensitivities at time 100 ms after saccade onset in an 557 

example ensemble. b. The spatial bias as a function of time relative to saccade onset, for the 558 

same probe and ensemble in (a), measured using the neurons’ sensitivities at delay 110 ms 559 

relative to each timepoint (x-axis). c. Mean spatial bias across time and delay, for 6 probe 560 

locations around the ST, averaged across all 15 ensembles (n = 447 neurons). Dashed lines 561 

indicate delay values used in (d). d. Mean spatial bias over time, for delay 50:100ms, for 6 probe 562 

locations around the ST, for all 15 ensembles. Shaded area represents the standard error of the 563 

mean (SEM) across ensembles. e. Spatial bias over time from saccade onset, for ensembles with 564 

various distances between their neurons’ RF center and the ST (d). There are 4 ensembles with 565 

d < 11, 4 ensembles with 11 ≤ d < 14, 3 ensembles with 14 ≤ d < 17, and 4 ensembles with d ≥ 566 

17. Shaded area represents SEM across ensembles. f. Spatial bias for the 15 ensembles during 567 

the perisaccadic window (50:150 ms from saccade onset, gray bar in (e)), plotted against the 568 

distance between RF center and the ST for each ensemble. Error bars indicate the SEM of the 569 

bias estimate over resampling the neuronal population in each ensemble (n = 100 samples, 90% 570 

of neurons in each sample).  571 

Fig. 3. Identifying and validating bias-relevant sensitivity components. a. Prevalence of bias-572 

relevant STUs, over delay and time from saccade, for ensembles with d < 11 dva (top, n = 4 573 

ensembles) and the other with d ≥ 11 dva (bottom, n = 11 ensembles). The black contours show 574 



the outline of STUs above 60% of the maximum prevalence. b. Mean spatial bias over time from 575 

saccade onset, in the full model (purple), and in the reduced model (pink) where all the bias-576 

relevant STUs associated with the ST probes and their neighbor probes are removed. Plots show 577 

mean±SEM across 15 ensembles confirming that the spatial bias is significantly reduced for the 578 

50:150 ms time window after saccade onset (gray bar) (p = 0.04). 579 

Fig. 4. Identifying the neural correlates of spatial bias around the ST area from neurons 580 

whose RFs are located near the ST. a. Bias-relevant STUs and model-predicted response, 581 

plotted as a function of time of stimulus from saccade onset (y-axis) and time of response from 582 

stimulus onset (x-axis). Shown for ensembles with d < 11 dva (n = 4 ensembles, 94 neurons). b. 583 

Map of RF centers relative to the FP and ST using all ensembles used in (a), and the probe 584 

locations around the ST. Prevalence of RF center (colorbar) indicates the percentage of neurons 585 

with RF centers in the corresponding location. “Near” probes are the three probes on the side of 586 

the ST towards the FP (orange), while the “far” probes are on the other side of the ST (green). c. 587 

Mean of normalized model-predicted responses (left) and actual neural responses (right) over 588 

time from probe onset, for near (orange) and far (green) probes, during fixation (top; -500:-100 589 

ms) and perisaccadic (bottom; -20:10 ms) windows. Mean±SEM across models or neurons in the 590 

ensembles; gray bars show analysis windows used in (d). d. Comparison of actual neural 591 

responses to near vs. far probes (n = 94 neurons), for the fixation period (top, p = 5.38e-12) and 592 

perisaccadic period (bottom, p = 0.50). Histograms in upper right show the distribution of 593 

differences.  594 

Fig. 5. Identifying the neural correlates of spatial bias around the ST area from neurons 595 

whose RFs are located far from the ST. a. Bias-relevant STUs and model-predicted response, 596 

plotted as a function of time from stimulus to saccade onset (y-axis) and time of response from 597 

stimulus onset (x-axis). Shown for ensembles with d ≥ 11 dva (n = 11 ensembles, 353 neurons). 598 

b. The map of RF centers and probe locations. Similar to Fig. 4b, but for ensembles with RF 599 



centers primarily on the opposite side of the FP from the ST (defined in (a)). c. Mean of normalized 600 

model-predicted responses (left) and actual neural responses (right) over time from stimulus 601 

onset, for near (orange) and far (green) probes, during fixation (top; -500:-100 ms), perisaccadic 602 

(middle; -20:10 ms), and postsaccadic (60:230 ms) windows. Mean±SEM across models or 603 

neurons in the ensembles; gray bars show analysis windows used in (d). d. Comparison of actual 604 

neural responses to near vs. far probes (n = 94 neurons), for the fixation (top, p = 0.31), 605 

perisaccadic (middle, p = 9.44e-10), and postsaccadic (bottom, p = 1.23e-13) periods. Histograms 606 

in upper right show the distribution of differences.  607 

Fig. 6. Perisaccadic enhancement of the ST representation and its relationship to the 608 

perisaccadic spatial bias. a. Average ST sensitivity index of 352 neurons over time from 609 

saccade onset for stimulus delay of 50:100 ms relative to each timepoint. Mean±SEM across 610 

neurons; gray bar shows the analysis window used in (b) and (c). b. Comparison of ST 611 

sensitivity index in the perisaccadic window (50:150 ms) and fixation window (-300:-150 ms) (p 612 

= 0.04). Histogram in upper right shows the distribution of differences. c. Comparison of ST 613 

sensitivity index in the perisaccadic window using the kernels from the full model vs. those from 614 

the reduced model (bias-relevant STUs removed) (p = 3.18e-09). Histogram in upper right 615 

shows the distribution of differences. 616 

Methods 617 

Behavioral paradigm and electrophysiological recording 618 

We trained and recorded from four adult male rhesus macaques (Macaca mulatta). The 619 

behavioral task used in this study was a visually guided saccade task, with probe stimuli appearing 620 

at pseudorandom locations before, during, and after the saccade. To start a trial, the monkey held 621 

fixation on a central fixation point (FP). While the monkey was holding fixation, a saccade target 622 

(ST) appeared 13 dva away from the FP horizontally. In each recording session, there was only 623 



one saccade direction (leftward or rightward). After a randomized time-interval (uniform 624 

distribution between 700 and 1100 ms), the fixation point disappeared, which was the go cue for 625 

the monkey to saccade to the ST. The monkey then held fixation on the ST for 560:750 ms to 626 

receive a juice reward. Throughout the length of each trial, a complete sequence of 81 probe 627 

stimuli flashed on the screen in pseudorandom order, one at a time for 7 ms each. The probe 628 

locations were selected pseudorandomly from a 9×9 grid of possible locations. Each probe 629 

stimulus was a white square (full contrast), 0.5 by 0.5 degrees of visual angle (dva), against a 630 

black background. Each probe stimulus occurred at each time in the sequence with equal 631 

frequency across trials. 632 

During each neurophysiological recording session, the grid of possible locations of the probes 633 

was placed and scaled to cover the estimated presaccadic and postsaccadic RF centers of the 634 

neurons recorded, the FP, and the ST. The probe grids varied in size horizontally from 24 to 48.79 635 

(40.63 ± 5.93) dva, and vertically from 16 to 48.79 (39.78 ± 7.81) dva. The distance between two 636 

adjacent probe locations varied horizontally from 3 to 6.1 (5.07 ± 0.74) dva, and vertically from 2 637 

to 6.1 (4.97 ± 0.97) dva.  638 

While the monkey was performing the task, we monitored their eye movements with an infrared 639 

optical eye-tracking system (EyeLink 1000 Plus Eye Tracker, SR Research Ltd., Ottawa, CA) with 640 

a resolution of <0.01 dva (based on the manufacturer’s technical specifications), and a sampling 641 

frequency of 2 kHz. Presentation of the visual stimuli on the screen was controlled using the 642 

MonkeyLogic toolbox. In total, 332 neurons in the middle temporal (MT) cortex and 291 neurons 643 

in area V4 were recorded in 108 sessions, but only 300 MT and 147 V4 neurons were used in 644 

order to make ensembles of neurons with at least 10 neurons with a similar RF, ST and grid 645 

position during recording. We recorded both spiking activity and the local field potential (LFP) 646 

from either MT or V4 using 16-channel linear array electrodes (V-probe, Plexon Inc., Dallas, TX; 647 

Central software v7.0.6 in Blackrock acquisition system and Cheetah v5.7.4 in Neuralynx 648 



acquisition systems) at a sampling rate of 32 KHz, and sorted neural waveforms offline using the 649 

Plexon offline spike sorter and Blackrock Offline Spike Sorter (BOSS) software. 650 

RF center estimation 651 

The centers of RFs were assigned based on responses to the probes that generated the 652 

maximum firing rate during the fixation period before the saccade. For each probe location, the 653 

probe-aligned responses are calculated by averaging the spike trains over repetitions of the probe 654 

before or after the saccade (greater than 100 ms before or after the saccade onset), from 0:200 655 

ms following probe presentation, across all trials. The response is then smoothed using a 656 

Gaussian window of 5 ms full width at half maximum. 657 

Encoding model framework  658 

The Sparse Variable Generalized Linear Model (SVGLM) used in this study was previously 659 

developed by Niknam et al.53, see this paper for more details of the model fitting. The SVGLM is 660 

a variant of the widely used GLM framework62,63,66 that tracks the fast dynamics of sparse spiking 661 

activity with high temporal precision and accuracy. The SVGLM is a model that captures the 662 

neurons' sensitivity varying over space and time with high temporal resolution by using a reduced 663 

number of STUs selected through a dimensionality reduction process (see Supplementary 664 

Information). The fitted model also captures how much these STUs contribute quantitatively to 665 

generating spikes on a precise millisecond timescale during a saccade. The weighted 666 

combination of these STUs constitutes the spatiotemporal stimulus kernels. The SVGLM defines 667 

a conditional intensity function according to the equation,   668 

𝜆𝜆(𝑙𝑙)(𝑡𝑡) = 𝑓𝑓 �∑ 𝑘𝑘𝑥𝑥,𝑦𝑦(𝑡𝑡, 𝜏𝜏)𝑠𝑠𝑥𝑥,𝑦𝑦
(𝑙𝑙) (𝑡𝑡 − 𝜏𝜏) +∑ ℎ(𝜏𝜏)𝑟𝑟(𝑙𝑙)(𝑡𝑡 − 𝜏𝜏) + 𝑏𝑏(𝑡𝑡) + 𝑏𝑏0𝜏𝜏𝑥𝑥,𝑦𝑦,𝜏𝜏 �                (1) 669 

where 𝜆𝜆 is the instantaneous firing rate of the neuron at time 𝑡𝑡 in trial 𝑙𝑙 , 𝑠𝑠𝑥𝑥,𝑦𝑦
(𝑙𝑙)  is either 0 or 1 670 

representing respectively the off or on condition in a sequence of probe stimuli presented on the 671 



screen at probe location (𝑥𝑥,𝑦𝑦) in trial 𝑙𝑙. 𝑟𝑟(𝑙𝑙)(𝑡𝑡) denotes the spiking response of the neuron for trial 672 

𝑙𝑙 and time 𝑡𝑡, 𝑘𝑘𝑥𝑥,𝑦𝑦(𝑡𝑡, 𝜏𝜏) represent the stimulus kernels, ℎ(𝜏𝜏) indicates the post-spike kernel applied 673 

to the spike history which captures the refractory effect, 𝑏𝑏(𝑡𝑡) is the offset kernel that reflects the 674 

change of baseline activity induced by saccades, the constant 𝑏𝑏0 = 𝑓𝑓−1(𝑟𝑟0)  with 𝑟𝑟0  as the 675 

measured mean firing rate (Hz) across all trials in the experimental session, and 𝑓𝑓(𝑢𝑢) = 𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚
1+𝑒𝑒−𝑢𝑢

 is 676 

a static sigmoidal function that describes the nonlinear properties of spike generation with 𝑟𝑟𝑚𝑚𝑚𝑚𝑥𝑥 677 

indicating the maximum firing rate of the neuron obtained empirically from the experimental data. 678 

The model was fitted using an optimization procedure in the point process maximum likelihood 679 

estimation framework67 at the level of single trials. The evaluation for model performance is 680 

described in supplementary information (Supplementary Fig. 1 b-d). 681 

Measuring spatial bias 682 

Neurons recorded with the same ST position and probe arrangements (grid positioning and 683 

spacing), and with similar RF locations were grouped as an ensemble. 15 ensembles were formed, 684 

each with a minimum of 10 neurons. Before any analysis, kernels of all neurons were smoothed 685 

by moving average with time windows of 50 ms for time 𝑡𝑡 and 20 ms for delay 𝜏𝜏 to reduce noise. 686 

Figure 1c shows 9 kernels for a sample probe at the center of a neuron’s RF and its 8 neighboring 687 

probes, stacked over neurons in an example ensemble. For each particular time and delay, we 688 

constructed two population kernel vectors consisting of the kernel values of center probe and a 689 

neighbor probe at that time and delay with all neurons in an ensemble. To measure the similarity 690 

between kernels at neighboring probe locations, we computed the correlation between the kernels 691 

of center probe and a neighbor probe with all neurons in an ensemble, and subtracted baseline 692 

correlation values during fixation (-441:-141 ms from saccade onset). The correlation was 693 

measured for each of the 8 neighboring probes, and repeated for 7×7 probe locations (after 694 

excluding probes on the edges). Using correlation values as magnitudes, and the probe position 695 

relative to the center probe as directions, we formed 8 vectors at each probe location across time 696 



and delay, and took the average of these 8 vectors at each of the 7×7 probe locations. The polar 697 

plot in Fig. 1e shows these vectors between a sample probe around ST and its 8 neighboring 698 

probes. Spatial bias at each location was defined as the horizontal projection of the average vector 699 

at that location, and it was computed for all 15 ensembles. These spatial bias values were used 700 

to construct spatial bias maps across time and delay for each of 7×7 probe locations. Figure 2a-701 

b shows two cross-sections of an example bias map, associated with a sample probe location 702 

around ST, over particular time and delay windows. For each ensemble, we averaged the bias 703 

maps at the 6 probe locations closest to the ST, excluding probes that were within 2 dva from 704 

either the presaccadic or postsaccadic RF (Fig. 2c). Before averaging the bias maps of all 15 705 

ensembles, the spatial bias of each ensemble was normalized to range from -1 to 1. We used 706 

one-sided Wilcoxon signed-rank test to report p-values for all our statistical comparison analysis, 707 

if not mentioned specifically.  708 

Identifying modulated STUs 709 

To identify which components of the neurons’ spatiotemporal sensitivity drive the neuron’s 710 

response changes around the time of saccades, we first quantify the contribution of each STU. It 711 

is expected that out of all STUs, only some of them at specific times and delays contribute to the 712 

generation of the neural response (referred to as ‘contributing STUs’). These contributing STUs 713 

are identified during the dimensionality reduction process during the model fitting, based on a 714 

statistically significant contribution to the stimulus-response relationship (see Niknam et al.53 for 715 

details).  716 

We then define the modulated STUs as those for which the fraction of contributing STUs in a 3×3 717 

window around that STU’s time and delay is significantly different during perisaccadic period 718 

compared to fixation period. Mathematically speaking, the fraction of contributing STUs needs to 719 

fulfill the following condition:   720 

�|𝑝𝑝(𝜏𝜏𝑛𝑛, 𝑡𝑡𝑚𝑚)− 𝑝𝑝1(𝜏𝜏𝑛𝑛)| ⋅ |𝑝𝑝(𝜏𝜏𝑛𝑛, 𝑡𝑡𝑚𝑚) − 𝑝𝑝2(𝜏𝜏𝑛𝑛)| > ℎ                                 (2) 721 



with 𝑝𝑝(𝜏𝜏𝑛𝑛, 𝑡𝑡𝑚𝑚) as the fraction of contributing STUs in a 3×3 window around the 𝑛𝑛 th bin of delay 722 

and 𝑚𝑚 th bin in time 1 < 𝑛𝑛 < 30,1 < 𝑚𝑚 < 156. 𝑝𝑝1(𝜏𝜏𝑛𝑛) is the fraction of contributing STUs during the 723 

first fixation period 540 to 120 ms before saccade in time bin 1 to 60 at 𝑛𝑛 th bin of delay (1 < 𝑛𝑛 < 724 

30), and 𝑝𝑝2(𝜏𝜏𝑛𝑛) is the fraction of contributing STUs during the second fixation period 280 to 540 725 

ms after saccade in time bin 120 to 156 at 𝑛𝑛 th bin of delay (1 < 𝑛𝑛 < 30). ℎ is a significance 726 

threshold between 0 and 1, and was set to 0.3 for the analysis. 727 

Identifying bias-relevant STUs  728 

From the list of modulated STUs, we identified the ones that contribute to spatial bias specifically 729 

(termed bias-relevant STUs). The contribution of each modulated STU to the spatial bias was 730 

quantified by evaluating its impact on the difference between kernels at neighbor probes across 731 

a saccade, by removing each modulated STU one at a time and testing if the change in kernels 732 

difference is significant based on a bias index. Because spatial bias was measured from the 733 

correlations between kernels at neighbor probes for an ensemble of neurons, the difference 734 

between the stimulus kernels of two neighboring probes for individual neurons, may impact the 735 

resulting spatial bias read out from that ensemble. The absolute difference between each pair of 736 

stimulus kernels of the fitted models at two neighboring probe locations (𝑥𝑥0,𝑦𝑦0) and (𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖) and at 737 

each delay (𝜏𝜏) across different times to the saccade (𝑡𝑡), was quantified as  738 

𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖 = ∑ |𝐾𝐾𝑥𝑥0,𝑦𝑦0(𝑡𝑡, 𝜏𝜏) − 𝐾𝐾𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖(𝑡𝑡, 𝜏𝜏)|𝑡𝑡,𝜏𝜏                                              (3) 739 

where 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖 , represents the area under curve of the difference of kernels 𝐾𝐾𝑥𝑥0,𝑦𝑦0(𝑡𝑡, 𝜏𝜏)  and 740 

𝐾𝐾𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖(𝑡𝑡, 𝜏𝜏) over time and delay, between each center probe at (𝑥𝑥0,𝑦𝑦0) and each of the eight 741 

neighbor probes (𝑖𝑖 ∈ {1, … ,8}) at (𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖) (Supplementary Fig. 2 A). Since the spatial bias was 742 

measured for 6 probe locations around ST, we also measured the difference AUCs at those same 743 

6 center probes for the neurons in each ensemble. The average of difference AUCs over 8 center-744 

surround probe pairs was used to compute the bias index associated with individual center probe 745 



in the following. For each neuron in each ensemble, we first measured the difference AUCs with 746 

the full model (no perturbation in the model estimated STUs). Next, we remove each of the 747 

modulated STUs one at a time from the full model by replacing that STU with zero and repeat the 748 

above steps so that we have a list of difference AUCs measured without each of the modulated 749 

STUs. We then define the bias index for each modulated STU as the absolute difference between 750 

the AUC for full model and the AUC corresponding to removing each of the modulated STU from 751 

the model (Supplementary Fig. 2b). To identify bias-relevant STUs, we define a threshold for this 752 

bias index as the 90th percentile of the cumulative distribution function of all the nonzero bias 753 

indices (bias index of 2.56) as the threshold (Supplementary Fig. 2c). A larger bias index means 754 

that nulling the weight of a particular STU results in a stronger change in kernel differences for 755 

the probes around the ST, so the STUs with a bias index above the threshold were classified as 756 

bias-relevant. The bias indices were specific to each of the 6 ST probes and for each neuron. 757 

Figure 3a shows the mean bias index across probes and neurons which is used to generate the 758 

map of bias-relevant STUs. To validate if the identified bias-relevant STUs using this procedure 759 

would actually contribute to the readout spatial bias from each ensemble, we removed the 760 

identified bias-relevant STUs from the model for each neuron, and recomputed the spatial bias 761 

(Fig. 3b). 762 

Methods references 763 

66. Simoncelli, E., Paninski, J., Pillow, J. & Schwartz, O. Characterization of Neural 764 

Responses with Stochastic Stimuli. The cognitive neurosciences 3, (2004). 765 

67. Paninski, L., Pillow, J. W. & Simoncelli, E. P. Maximum Likelihood Estimation of a 766 

Stochastic Integrate-and-Fire Neural Encoding Model. Neural Comput 16, 2533–2561 767 
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Dimensionality reduction 19 

The fast dynamics of the neurons’ spatiotemporal sensitivity around saccades requires a high-20 

dimensional representation of STUs. We designed the behavioral paradigm with probe stimuli 21 

presenting every 7 ms to establish a set of temporal basis functions ℬ𝑖𝑖,𝑗𝑗(𝑡𝑡, 𝜏𝜏) that down-sample 22 

the time 𝑡𝑡 and delay 𝜏𝜏 into 7-ms bins using second order B-spline functions 𝒰𝒰𝑖𝑖(𝜏𝜏) and 𝒱𝒱𝑗𝑗(𝑡𝑡):  23 

ℬ𝑖𝑖,𝑗𝑗(𝑡𝑡, 𝜏𝜏) = 𝒰𝒰𝑖𝑖(𝜏𝜏)𝒱𝒱𝑗𝑗(𝑡𝑡)                                                           (1) 24 

{𝒰𝒰𝑖𝑖(𝜏𝜏)} spans across delay 𝜏𝜏 and represents a kernel that lasts for 200 ms, constructed by a set 25 

of 33 evenly spaced knots at {-13, 6, …, 204, 211} ms, which correspond to a total of 30 basis 26 

functions. Similarly, {𝒱𝒱𝑗𝑗(𝑡𝑡)} spans across time 𝑡𝑡 and represents a saccade-aligned kernel that 27 

lasts for 1081 ms, constructed by a set of 159 evenly spaced knots at {-554, -547, …, 545, 552} 28 

milliseconds, which correspond to a total of 156 basis functions. 29 

Binning the time and delay dimensions reduces the dimensionality by about two orders of 30 

magnitude, which is still not feasible for a computationally robust estimation. To limit the amount 31 

of STUs in the estimation, we used a statistical method to identify those STUs that have a 32 

significant impact on a neuron's response at a specific time1. We compared the weight distribution 33 

of the STU by fitting a generalized linear model (GLM) on 100 subsets of randomly selected spike 34 

trains (35% of all trials) to a control distribution obtained from 100 subsets of shuffled trials where 35 

the relationship between stimulus and response was altered. The conditional intensity function 36 

(CIF) of this GLM is defined as: 37 

𝜆𝜆𝑡𝑡 = 𝑓𝑓(∑ 𝑆𝑆𝑥𝑥,𝑦𝑦(𝑡𝑡 − 𝜏𝜏) ⋅ 𝜅𝜅 ⋅𝑇𝑇
𝜏𝜏=1 ℬ𝑖𝑖,𝑗𝑗(𝑡𝑡, 𝜏𝜏))                                              (2) 38 

with 𝜆𝜆 as the instantaneous firing rate of the neuron, 𝑆𝑆 is the stimulus history of length 𝑇𝑇  at 39 

location (𝑥𝑥,𝑦𝑦), 𝜅𝜅 is the weight of a single STU, represented by basis function ℬ𝑖𝑖,𝑗𝑗(𝑡𝑡, 𝜏𝜏), whose 40 

significance of contribution is evaluated by satisfying the following condition:   41 



|𝜇𝜇 − 𝜇𝜇�| ≥ 1.5𝜎𝜎�                                                                     (3) 42 

which denotes that the absolute difference between the mean of the original weight distribution 𝜇𝜇 43 

and the mean of the control weights distribution 𝜇𝜇� should be above or equal to 1.5 times the 44 

standard deviation of the control weights distribution 𝜎𝜎� . The threshold of 1.5 was chosen 45 

heuristically to reduce the dimensionality of STU space to ~104, making the model fitting process 46 

practical without overfitting. Next, we use this subset of STUs to parameterize the linear filtering 47 

stage of an encoding model in a less complex space, with the aim of determining how these STUs 48 

build up the neuron's spatiotemporal sensitivity map. The STUs' weighted combination over time 49 

𝑡𝑡, delay 𝜏𝜏, and probe (𝑥𝑥,𝑦𝑦) describes the neuron's sensitivity kernels 𝑘𝑘𝑥𝑥,𝑦𝑦  at each time point 50 

relative to saccade onset as below:   51 

𝑘𝑘𝑥𝑥,𝑦𝑦(𝑡𝑡, 𝜏𝜏) = ∑ 𝜅𝜅𝑥𝑥,𝑦𝑦,𝑖𝑖,𝑗𝑗 ⋅ ℬ𝑖𝑖,𝑗𝑗(𝑡𝑡, 𝜏𝜏)𝑖𝑖,𝑗𝑗                                                   (4) 52 

where {𝜅𝜅} are the weights of the STUs obtained from the encoding model (defined in Eq. (1) in 53 

Methods). Note that the sum is limited to the subset of ℬ  whose corresponding STU was 54 

considered significant based on Eq. (3), and the weights for the remaining STUs were assigned 55 

a value of zero. 56 

Model performance 57 

The data were randomly split into a training set (35%), a validation set (30%), and a testing set 58 

(35%), and we used the testing set to evaluate the model performance. Supplementary figure 1b 59 

shows that the model predicts the neural response at the single trial level. The “good” trial was 60 

defined as the trial with the largest normalized log-likelihood difference (ΔLL), and the “average” 61 

trial has the median normalized ΔLL. The normalized ΔLL was calculated as the log-likelihood 62 

(LL) of the spike trains using the model-predicted firing rate minus that under a null model and 63 

normalized by spike counts. The null model is a model where the instantaneous firing rate of the 64 

neuron is set to its average firing rate. Supplementary figure 1c compares the normalized ΔLL for 65 



fixation (-300:-150 ms) vs. perisaccadic (0:150 ms) time windows and shows that the performance 66 

of model-predictions in the perisaccadic period is slightly better than in fixation period (fixation = 67 

0.15±0.00 bits/spike, perisaccadic = 0.16±0.00 bits/spike, p = 0.00), indicating that the model is 68 

successfully capturing changes in neural sensitivity around the time of saccades. Supplementary 69 

figure 1d shows the correlation coefficient (CC) between the model-predicted firing rate and the 70 

empirical firing rate in response to the repeated presentation of a sequence of probe stimuli falls 71 

within the level of the inherent trial-by-trial variability. The data-data CC was measured between 72 

binned firing rates in response to the same 300 ms stimulus sequence; data were randomly split 73 

(60%-40%) 15 times and the mean is reported. The average firing rate was computed by binning 74 

the probe-aligned spikes using non-overlapping windows of 30 ms and smoothing the binned 75 

response with a Gaussian window of 5 ms (full width half max) and normalizing to have a mean 76 

of zero and unit standard deviation. The data-data CC is significantly higher than the model-data 77 

CC (data-data = 0.44±0.01, model-data = 0.30±0.01, p = 5.96e-75). 78 

Comparing responses and bias-relevant STP maps between MT vs. V4 neurons 79 

Supplementary figure 3 shows the model response for MT vs. V4 neurons for neurons with d < 80 

11 and d ≥ 11. For MT neurons with d < 11, we outlined the regions corresponding to bias-relevant 81 

STUs with 60% contour, which is around time from stimulus onset 70:110 ms and time of stimulus 82 

from saccade onset -20:10 ms (top left). V4 neurons with d < 11 was outlined with 50% contour 83 

and show bias-relevant response at a slightly earlier around time from stimulus onset 60:100 ms 84 

and time of stimulus from saccade onset -20:10 ms (top right). MT neurons with d ≥ 11 have two 85 

regions of bias-relevant response at 52% contour (bottom left). The first region is around time 86 

from stimulus onset 60:100 ms and time of stimulus from saccade onset 0:20 ms, and the second 87 

region is around time from stimulus onset 40:100 ms and time of stimulus from saccade onset 88 

40:230 ms. Similarly, V4 neurons with d ≥ 11 was outlined with 56% contour, and the first region 89 

of bias-relevant response is around time from stimulus onset 50:100 ms and time of stimulus from 90 



saccade onset 0:20 ms, and the second region is around time from stimulus onset 40:100 ms and 91 

time of stimulus from saccade onset 70:240 ms (bottom right). 92 
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Supplementary figures and figure legends 111 

 112 

Supplementary Fig. 1. Structure and performance of the SVGLM. a. Schematic of the SVGLM. 113 

The stimulus is convolved with 4-dimensional kernels (consisting of STUs) representing the time-114 

varying spatiotemporal sensitivity of individual neurons. The filter stimulus is then added to the 115 

output of an offset kernel and the signal generated by a post-spike kernel. The sum passes 116 

through a nonlinearity to estimate the neuron’s spike rate which is used as the underlying rate by 117 

a Poisson spike generator to predict the neuron’s spiking activity. b. The recorded neural 118 

response vs. model-predicted response for a “good” trial (best ΔLL) and an “average” trial (median 119 

ΔLL) of two example neurons. Spikes in each trial are shown below the smoothed traces. c. 120 



Comparison of the normalized ΔLL of the recorded spikes under the model-predicted response in 121 

fixation (-300:-150 ms) vs. perisaccadic (0:150 ms) windows. Yellow triangles illustrate the 122 

medians (fixation = 0.15, perisaccadic = 0.16); histograms show the marginal distributions (left, 123 

bottom) and the difference distribution (upper right). d. Comparison of the normalized CC between 124 

the data-data correlation vs. model-data correlation, evaluating variability in responses to the 125 

same stimulus. Yellow triangles illustrate the medians (data-data = 0.45, model-data = 0.30); 126 

histograms show the marginal distributions (left, bottom) and the difference distribution (upper 127 

right). 128 
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 139 

Supplementary Fig. 2. Identifying bias-relevant STUs. a. Pictured are example kernels for two 140 

example probe locations over 1:200 ms delay, and the difference between them, over time. The 141 

AUC represents the dissimilarity between kernels at two neighboring probes over time and delay. 142 

The process is repeated for STUs at 6 probe locations around the ST for all time and delay. b. 143 

Shows the map of bias index over STUs measured using difference between the full model AUC 144 

and the AUC with that STU removed. c. The cumulative distribution function of all the non-zero 145 

bias indices. Using the 90th percentile as a threshold, the STUs with an absolute bias index 146 

difference above 2.56 are defined as bias-relevant. 147 

 148 



 149 

Supplementary Fig. 3. Model-predicted responses and bias-relevant STUs for MT and V4 150 

neurons with RFs near or far from the ST. Color indicates model-predicted response, and black 151 

contours outline bias-relevant STUs, over time between stimulus presentation and saccade onset 152 

(y-axis) and time of response from stimulus onset (x-axis), for models of neurons recorded from 153 

MT (left) and V4 (right), for neurons with RFs near the ST (top), or far from the ST (bottom); d 154 

indicates the distance between the neurons’ RF center and ST in dva. 155 
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